
Probabilistic Graphical Models
Lectures 14

Loopy Belief Propagation



Inference

● Exact
○ Variable Elimination
○ Message Passing - Junction Tree
○ Graph-cuts

● Approximate
○ Message Passing - Loopy Belief Propagation
○ Graph-cut based
○ Sampling Based
○ Variational Inference 
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How to build a cluster tree?
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How to build a cluster tree?
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1. Using variable elimination



Build cluster tree using VE
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Build cluster tree using VE
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How to build a cluster tree?
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1. Using variable elimination
2. Determine valid cluster trees



How to build a cluster tree?
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How to build a cluster tree?

Must possess two properties

1. Family Preservation property: Each factor can be assigned to some 
cluster. 
a. For each factor φI(XI) there is a cluster Ci such that XI ⊆ XCi.

2. Running Intersection Property: For each variable X the subgraph 
containing X is connected (and thus forms a tree).
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How to build a cluster tree?
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How to build a cluster tree?

13



How to build a cluster tree?
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Junction tree - limitations
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Junction tree - limitations
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Loopy belief propagation
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Loopy belief propagation
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Loopy belief propagation
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Loopy belief propagation
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Loopy belief propagation
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Loopy belief propagation

22



Loopy belief propagation

23



Is there at least one cluster graph?
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Is there at least one cluster graph?
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Example: Grids
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Example: Grids
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Example: Grids
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Example: Grids
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Calibration
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Calibration and Convergence
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Calibration and Convergence

34



Calibration and Convergence
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